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Abstract

This note derives the transient behavior of the stochastic process X (¢) of which
in earlier papers it was proven that for a < 1 the process (X (t))ﬁ (approximately,
under low drop probability or ECN marking probability) describes the behavior
of the congestion windows in certain Transport Protocols in the so—called TCP
Paradigm.

The transient distribution is found explicitly, and is particularly transparent for
moments like E[(X (¢))¥|X(0)]. The purpose of this paper is to be part of the math-

ematical foundation when comparing the many protocols in the TCP Paradigm.
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1 Introduction

In this paper we study the process (X (£))_oo<i<+0o Obtained as follows: There is a Poisson

“+oo

re” o, and there is a

Process with intensity A of which the points are denoted by (1)

number 0 < ¢ < 1. In between the points 7 the process X (.) behaves as

d
—X(t) =1 1.1
SX() =1, (11)
and in the points 7, we have
X(5) = cX(73,). (1.2)

If A =1 we denote this process by X*(t).

Our interest in this process is due to its connection with existing and proposed Inter-
net Transport Protocols. In [3] and [4] we proposed a class of potential such transport
protocols, and made a first attempt to identify the more promising protocols in that class.

The class contains classical TCP as well as Tom Kelly’s Scalable TCP, see [10] and [11].

If the parameter ( in that class of protocols is chosen equal to one, and the drop
probability p or ECN marking probability p is assumed to be constant, the protocols just

referred to lead to the discrete time stochastic process (W,,)22, as follows:

Let (U,)92, be independent, identically distributed random variables, each distributed
uniformly [0, 1]. Let p be a probability, 0 < p < 1. Define the i.i.d. random variables x, .,
by

success if U, > p

Xpin = (1.3)
failure if U, <p

The process W, ,, then is defined by

Wyn +c1(Wpn)®  if xpn = success,
Wynir =4 " ' o (1.4

max (bW, ., £) if x,» = failure,



where @ < 1,¢; > 0,0 < b < 1, £ > 0. In classical TCP, a = —1,¢; = 1,b = 5.
In Scalable TCP, a = 0. In various versions of TCP ¢ usually is one MSS (Maximum
Segment Size, i.e. maximum data size of a TCP packet) or a few MSSs. p of course
stands for the probability that a packet will be lost, or possibly marked in the Explicit
Congestion Notification (ECN) mechanism. See [39, 40, 41| for a description of ECN.

In the limit for p | 0 the value of £ is not relevant, as long as it is constant.

W, stands for the congestion window after the n-th successful (or un-marked) ac-

knowledgement.

The purpose of this paper is to be part of the mathematical foundation for a com-
parison of the many protocols in the TCP Paradigm. This includes finding the better
combinations of @ < 1 and 0 < ¢ < 1, but also includes study of desirable values of the
“Slow Start Threshold” parameter. Such a study must also include the effects of a delay

of 1 RTT in the feedback. A start on the latter is made in [8].

(6] and [7] prove stationarity of the process W, ,. Curiously, if ({ = 0 and o < 0)

uniqueness of the stationary distribution has not been proven (yet?).

6] proves that if (¢ = 0 and a < 0) then for this stationary distribution E[(W,)"] < oo

if —H‘gi((lg))f <r< \Lkl)fg(?g)'l’ else is infinite, while if (¢ =0 and 0 < a < 1) E[(W,)"] < oo as

long as —

| log (p)|
[log (b)]

if £ > 0 then E[(W,)"] < oo for all values of r, regardless of the value of o < 1.

< r < 00, else is infinite. The same methods can be used to prove that

[3] and [4] conjecture that for p | 0 the process ﬁ(Wp L J)l’o‘ converges weakly

tp
to the process X*(t) with ¢ = b'~*, and that the stationary distributions correspondingly
converge to the stationary distributions of the limiting process X*(.). In fact, [2], while

not formulating the conjectures, uses them without proof.

These conjectures were proven in [7]. In addition, [5] obtains rate of convergence

results for the convergence of the stationary distributions to the stationary distribution



of the limiting process X*(.), see also below.

The stationary distribution of the process X (.) was established in [2]. For example, if
Z has that stationary distribution it has the form
Z=> Ey, (1.5)
k=0
where (E})2, are independent, identically distributed random variables, all exponentially

distributed with parameter A, and for all (even complex) r,

M(r) = E[Z7] = AT (r + 1) kﬁ 7(11__07;)).

(1.6)

If r is a real integer this expression simplifies, see [2]. If A = 1 we denote Z by Z* and

M(r) by M*(r).

In [5] it was investigated under what circumstances for the stationary distributions

lim E l(%(wp)laﬂ = M*(r). (1.7)

pl0 1 —a)

It was proven that if (¢ = 0 and o < 0) then (1.7) holds for all —oco < r < 4o00. If
(¢ =0and 0 < a < 1) (1.7) was proven to hold for all > 0. There is little doubt it also
holds for » < 0. The same methods can be used to prove that if £ > 0 then (1.7) holds
for all —oo < r < +00, regardless of the value of . [5] also contains rate of convergence

results for (1.7).

In this paper we will obtain the transient behavior of the process (X(.)), and thus
for p small the approximate transient behavior of the congestion window in Transport

Protocols in the proposed class.

Mathematical analysis of TCP and TCP-like protocols has been an active area of
research since 1996. [1] by now is of mostly historical interest. In addition to the ones

already mentioned, notable papers are [9, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23,



24, 25, 26, 27, 28, 29, 30]. Of these, [30] contains an excellent review of the literature up

to about 2004. [9] studies the transient behavior of a generalization of the process X (t)
X(mh)
X(m)

where Q) = is random instead of deterministic, see also the remark following (3.10).

[7], while mostly a mathematical paper on the weak convergence issues for p | 0,
contains some more information on the recent literature. In addition to the papers just

mentioned, pride of ownership compels us to mention [31, 32, 33, 34, 35, 36, 37, 38].

It must be noted that the “time” used in this paper is packet—time, i.e. time is counted
in data packets sent (or acknowledgements received). Several other papers studying Pro-
tocols in the TCP Paradigm use “clock-time”, where time typically is counted in Round
Trip Times (RTTs). If packet—time is denoted as tp and clock—time is denoted as t¢ we
have

dtp = Wi, (1.8)

where W is the congestion window (in MSSs) at time tp (time to). The “packet—time
stationary distribution” and the ”clock—time stationary distribution” are of course not the
same (in packet—time we sample faster when the congestion window is larger). [2] gives the
relationship between the two stationary distributions: If Wp and Wy have respectively

the “packet—time” stationary distribution and the “clock—time” stationary distribution

then
apwp < wp =20 = ) appre <wp = LS

Use of Clock Time with a constant (independent of the current Window Size) “prob-
ability per RTT” (e.g. “hazard rate”) of a drop event leads to an interesting modeling
issue: Implicitly it assumes a probability of drop per packet which is inversely propor-
tional to the current window size W. This means that two or more TCP flows between
the same source—destination pairs most of the time are assumed to have different drop

probabilities per packet.



The model described thus far assumes that the congestion window is the only con-
straint on the amount of data “in flight” (data sent but no acknowledgement received yet
by the sender), that the congestion window is expressed in MSSs, that (practically) all
datapackets contain one MSS worth of data, and that every individual data packet causes

an acknowledgement to be sent. (No delayed acknowledgements.)
If desired, delayed acknowledgements can easily be incorporated into the model.

(1.8) indicates that we assume that the actual time (clock-time) between acknowl-
edgement n and acknowledgement n + 1 can (away from error recovery etc) be assumed
to be equal to ﬁ of an RTT. To send N packets, numbered k+1,k+2,---,k+ N takes
(assuming only a negligible amount of time is spent in Time-Outs and Recovery) about

1 1 1
" 4.4 —— RTTs. 1.10
Wp,k WpJngl Wp,kJerl ( )

(1.10) is of course a decent approximation only if N is large. N should be large compared

with maxg<j<pyn Wy ;.

We can condition on W, = w and take expected values. Thus we get that the

expected amount of time to move MSSs k+1,---, k+ N given W, ;, = w is approximately

1 1
-+

I + .. [—
Wp,k Wp,k+N—1

W,p = w] RTTs. (1.11)

Using the weak convergence results stated above, we see that with

1 pwl—a

p= y T = m (1.12)

the expected duration in (1.11) for p small is approximately equal to

pia p(k+N) (¢t
(cr(1— Oé))pE l/pk (X=(8)?

For interesting results we should have that p/V is at least Q(1). For a good understand-

X*(pk) :x] : (1.13)

ing of (1.13) it is important to remember that for fixed N (residual number of packets)

pN goes to zero when p goes to zero.



(1.13) also proves, again, a result known since 1996: the expected long range through-
put for a large file, with p small, should be approximately
1-— P -1
<M> (El(Z")™*])" MSSs/RTT, (1.14)
p
where Z* has the stationary distribution of the process X*(.). (1.6) thus can be used
to compute the expected long range throughput. This results holds of course only if the
assumptions of the model hold. For example, a home—user with a DSL modem will never
get a throughput higher than the DSL link allows. Also, when there is a limit on the
“flightsize” (e.g. receive window or send window) this leads to limits on the achievable

throughput. On the other hand, (1.14) does not require that RTTs are constant.

This paper will not directly derive explicit expressions for entities like (1.13). It will
derive explicit expressions for many transient entities such as E[(X(¢))*|X(0) = z] and

for entities like
[T B @) 1X(0) = 2] = BIX @) 1X(0) = 2]yt (1.15)

[T ECe @) 1X(0) = 2] - BX@)1X(0) = Z))dt, (1.16)

where of course Z has the stationary distribution as in (1.5) and is independent of the
Poisson Process (7%), so that for all ¢ > 0 (X (¢)|X(0) = Z) has that stationary distribu-

tion, and for

d

- [TEXO)1X(0) = 2] = E(X )X (0) = zo])de. (1.17)

In the sections (3) — (7) the integrals (1.15), (1.16), (1.17) will be re—defined as ex-
pected values of certain stochastic integrals. In the notation of those sections, (1.15) is
denoted as D(zy, z2,7,0), (1.16) is denoted as D(zy, Z,r,0) and (1.17) will be denoted as
%D(x, xg,7,0). There will be a fourth parameter (/3), which is important in the deriva-

tions and which is zero in (1.15), (1.16), (1.17).

7
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With p = ﬁ, %D(zl,xg, —p,0) is the expected difference in duration until

completion, in RTTs, for a (very) large file, between starting with an initial window

(cl(lfa)xl cl(lfa)xz)p'

w1 )p and starting with an initial window w, = ( Similarly,

p p

%D(%, Z,—p,0) describes the difference in expected duration for a large file, be-
tween starting with a window w = (W)p and starting with a window in the stationary

distribution. Since —p < 0, D(z, Z, —p,0) — —oc0 if x — 0.

(1.17) similarly describes the marginal expected advantage, for ftping a very large file,

of starting with a slightly larger congestion window.

For a large file consisting of N packets (MSSs), if we start with the window in the sta-

tionary distribution, the expected time until completion is N (Cl (lp_a))P E[(Z*)~*] RTTs.

If we start with a window w = (@)p the expected duration therefore will approxi-
mately be

| Y pTe g
N<c1(1—a)> EZ) 71+ i ayye P %00 (1.18)

RTTs. For p (small, fixed) and z fixed (1.18) becomes accurate if N — oo. If x is of the
order of E[Z*] it probably is enough that N is large compared with ﬁ. If x is larger

log (2)
| log (c)]

it probably is enough that N is large compared with 110 (ﬁ + ) These, and many

others, are issues to be studied in a more engineering oriented paper.

The above may be useful, for example, in protocols using a “slow start - like” mecha-

nisms, in choosing the analog of a “slow start threshold” parameter value.

Results will be obtained by two different methods: “elementary” methods and methods

based on Laplace Transform techniques.

Section 2 contains some preliminaries. The next five Sections, 3 — 7, use only ele-
mentary techniques to obtain results for various moments and related entities. Laplace
Transform methods will be introduced in Section 8. Real domain results for transient

densities of (X ()| X (0) = z) will be given in Section 9. Their proofs depend on Laplace



Transforms from Section 8. Section 10 contains results for moments that could not be

obtained by elementary methods but require the results from Section 9.

Appendix A contains some results on special functions that will be used throughout

this paper.

Appendix B derives a result needed in Section 10.

2 Preliminaries

Let N(t) be the number of points of the Poisson Process in the time interval (0,¢]. It is

well known that

P{N(t) =k} = (Akt!) e, (2.1)

One of the main objectives of this paper is to derive the joint distribution of (N (¢), X (t))
given X (0) = =.

A special role is played by the process X (¢) with X (0) = 0. We denote this process by
Y (t), and use the process Y (t) to study the process X (t), with of course the understanding
that both processes are generated by the identical sequence (7). With this understanding,

we have the identity

X(t)=(Y(t)+ cN(t)X(O)), (2.2)
which we often write as
X(t) = ki(y(t) + "X (0))x(N(t) = k). (2.3)

It must be kept in mind that Y (¢) and N(t) are (very!) dependent on each other, but of

course independent of X (0).
It is useful to observe that
te"O <y(t) <t, (t+2)cNY <Y () + 2O <t 42N <t 4z (2.4)

9



for all £ > 0,2 > 0. This implies that for all —co < 3 < 400

47 e ML=t E[(Y(t))TCﬁN(t)] < o M(1—=cP) (2.5)

as long as » > 0 and
e M= < BI(Y (1) PNO] < e O (2.6)

as long as r < 0. It also shows that with probability 1 for every 0 < € < oo and

—00 < < 400
€ <oo ifr>-1
/ (Y (£))" PN O gt (2.7)
0 =00 ifr<-—1,
while as long as # > 0 the similar integrals for (Y (¢) + 2cV®)"¢?N® exist and are finite
for all 7, even complex 7. Similar results hold for the integrals of E[(Y (¢))"c¢*N®)] and

E[(Y (t) + xcN®)refNO],
In Section 8 we will study transforms like
Y(x,t,5,2) = Elexp{—s(Y (t) + 2V V)1 N0, (2.8)

Often, we write z as ¢?. In Section 9 we will use those transforms to obtain real domain
information about transient densities. Before we proceed to transform techniques we

restrict ourselves in the next five sections to elementary (real-domain) methods.

3 Elementary methods for expected values

A useful observation is that for any r, (3,

%E (X ()7 e™MO) = rBIX ()™ O] = M1 = ) E[(X(2))" ™M), (3.1)

For r = 1 this reduces to

%E[X(t)cﬁN(t)] = e M=) _\(1 = MPYE[X (£)PN W), (3.2)

10



which yields
6—>\t( 1—cP)

E[X(t)cﬁN(t)] — (X(O) _ W)) o M(1—c' ) 4 m

1—-c
(3.1) with » = 2 and (3.3) show that

E[(X (1)) =

2
A2¢28(1 —¢)(1 — ¢?)

exp{—Mt(1 — "} +

1

E[X(0)] - 3P —0)

m < ) exp{— (1 — )} 4

2E[X(0)] 2

<E[(X(0))2 T N1 — o) + N1 — ) (1 = 02)> exp{—At(1 — %)},

We easily see that in general, for k a positive integer,

k
E[(X ()" ™ 0] = 37 Cjp exp{=At(1 = )},
7=0
where
CVO,O = 17
k! ) .
Cik = TG (1 = o) (1 = @) - (1 =y C2d L USTSH,

(which if j = k is a trivial identity), and

k k!
Z ka Z l)\k' Jelk— J)(J+ﬂ)(1 — c)(l — 62) o (1 _ ck—j)

We can re-write (3.7) as

C;; = E[(X(0))"].

(3.3)

(3.4)

(3.6)

(3.7)

(3.8)

zk: 1 (MY Cy (AP E[(X(0)"]
L FDi(1 =) (1 —Fd) ! k!
to make it more obvious what infinite triangular matrix to invert. Using (3.8) and (3.6)
we obtain
(Acﬁ)kckk : (=D APV E[(X(0))]
Z:: S (L ) (1 - @) - (1 - o) J!

11



2’“: (=1 (AT E[(X(0)"]

0 =D+ (] (1 = ) (1 — o) (k=) (39)

The proof of (3.9) amounts to inverting an infinite triangular matrix and uses (A.6)

(with u = k — 1) in Appendix A.
Substituting (3.9) into (3.6) and the results into (3.5) gives

(AP B[(X ()"0

k
k! 2

(AP JE[(X(O))j] (k=)

X

ko (=1)r ez =i=D==)(k=i=1 exp{—\t(1 — ¢*TF)}
(Z’Zj (1—=¢)---(1=cF")(1=¢) (1 —c"9) ) . (3.10)

(3.10) in the special case that § = 0 is identical to Theorem 8 in [9] in the special case
(in the language of that paper) that P{Q = ¢} = 1.

(3.10) makes it easy to verify (again using (A.6)) that for ¢ | 0 it reduces to E[(X(0))*] =
B((X(0))"].

Using Lemma A.2 in Appendix A, (3.10) can be re-written as

A" BN (1)
B[ (1)) =
k 2\ oo ()\t)qukﬂ/ (1 _ CM+1) . (1 _ C,Uri’kflj)
=\t N v n(v+p) 11
L O S g ey - B
Using (A.12) we can rewrite (3.11) as
AF k_AN(t)
TE((X (1)) =
B k )\u 00 )\t ptk—v 1— Ck*l/‘i’l (1 = Ck*VJrN
AN~ A Z Hv+B) (3.12)
71/! — (u+k—v)! l—c¢)---(1—ct
v=0

It sometimes is useful to write (3.12) as

)‘k N(t
B[(X (1)) =

12



k 2\ )\t)qukfu 5 (CV _ CkJrl) .. (CV _ CkJru)

e 3 T Zu+k—u>0“ f—o-(-e &9

In a formal sense we can write (3.13) as

0 \V o0 ()\t)/ﬂrkfu 8 (Cl/ _ CkJrl) . (CV _ CkJru)

Il ]EZ:OF(MJrk—qul) I—0 (-

(3.14)

Namely, if v > k + 1 then = 0if p < v —k — 1 while the product in the

1
T'(p+k—v+1)

inner sum equals 0 if 4 > v — k. In Section 10 we will see that as long as X (0) < ¢ we

have, for all r, even complex:

)\T r BN(t)] _
mE[(X(t)) N0 =
—)\t © AV 00 ()\t),u—f—r—y C,u,ﬁ’ (CZ/ _ Cr-i—l) . (CV _ Cr—l—,u)
D LD DS e § L (s oy ey (3.15)

(3.15) converges absolutely as long as X (0) < t. It diverges if P{X(0) >t} > 0.
In the special case that X (0) =0 (3.10) gives:

()\cﬂ)kE[(Y(t))k‘cﬁN(t)] B k (- 1)”05”(” —v(k—1) exp{—At(1 — +9)}
k! _Vz:% (1—c)--(1—e).(1—¢) - (1—=cF) ) (3.16)

and similarly (3.12), or (3.16) with Lemma A2, gives

)\k

o Z_EB[(Y () BN (t oA Z (\t) #+k s (1= AT (1 = )

u+k (I—=¢)---(1—c)

(3.17)

In Section 10 we will see that (3.17) can be generalized to the situation where k is not

a non-negative integer. For all r, even complex:

AT

(At s (1= Y (1= )
L(r+1)

E[(Y ()¢ ﬁN(t _ 7,\tz u+7“+1)c 1—c) - (1—ocn)

(3.18)

13



We recognize (3.18) as (3.15) with X(0) = 0. In fact, (3.18) will be proven before
(3.15) and is used in the proof of (3.15).

By choosing 3 = 0 we obtain the behavior of E[(X(¢))*] and E[(Y (¢))*], and (3.5)

shows that the “Relaxation Time” of the process X(t) is ﬁ: If X(0) is not too large

compared with E[Z], the time it takes for X (¢) to “reach the stationary distribution” is

a moderate multiple of ﬁ

(3.12) and (3.17) show that

k1 oo
A;J /0 E[((Y () + 2O — (v (1)F) N0 dt =
k ) =2 Y 7 L T _ kv
VZZI % ”z%cumm (1 . C)). . ((11_ - ) 1)

The integral, and the sum, in (3.19) converge as long as Re(3) > —1. More on
convergence of this kind of integrals will be discussed in Sections 5, 6, 7. Using (A.2)

(which in this case requires Re(3) > —1) we re-write (3.19) as

Ak+1
k!

LB [(0 (@) + 20 — (v )") O] at =

()\:L’)” 00 1 _ cktB+14p

IS (3.20)

which since v < k and both are non—negative integers can be written as
Ak+1
k!

E [ /Ooo ((Y(8) + 2N — (v (1)) cﬁNwt] =

Fo(Ax)Y 1
;::1 v (1 _ Cu+ﬁ)(1 _ Cu+ﬂ+1) . (1 — ck+ﬂ)'

(3.21)

(3.20) and (3.21 are identities as long as Re(f8) > —1. If § is real and § < —1
the integrals are infinite but the sums in the RHSs are the analytic continuations of the
expressions for Re(3) > —1. As long as [ is real the interchange of expected value and

integration is warranted by Fubini’s theorem (all functions involved are non—negative).

14



By using (3.21) twice, with different values of x, we obtain expressions like (1.15),
however, with the constraint that » must be a non—negative integer k. One of our goals
is to generalize (3.21) to general r. It must be noted that in none of the three equations
(3.19), (3.20), (3.21) we can change the upper limit of the sum from & to co. Therefore,
to find the entities described in (1.15), we must obtain new methods. This will be done

in Sections 5, 6, 7.

A second useful insight (beyond (3.1)) is that for any r

S BIX () X(N(D) = b)) =
ATE[(X () X(N(t) = k = 1] +rE[(X ()" "'X(N(t) = k)] = AE[(X(1))"x(N(t) = k)].
(3.22)
For k£ = 0 obviously
E[(X(®)) X(N () = 0)[X(0) = 2] = (& +1)" exp{~At}. (3.23)
For r =1 (3.22) reduces to
CEIX(Ox(N () = b)) =
ME[X(t)x(N(t) =k —1)] 4+ P{N(t) = k} — AE[X(t)x(N(t) = k)]. (3.24)
This yields
E[X(t)x(N(t) = k)| X(0) = 2] = <$(02? + (i(_l C_z)) ((22 I)!> e M (3.25)
The proofs of the last few statements are left for the reader.
A third potentially useful insight is that for m € {0,1,2,---}
(%) E[(X(t))TcﬁN(t)]X(O) =zx]= (%) E[(Y(t) + ch(t))rcﬁN(t)] =
r(r—1) - (r—m+DE[(Y(t) + 2c¥0) " FrmNO), (3.26)

15



4 Stochastic Dominance and Bounds

Let X (t), Xa(t),- - - be processes as in the previous Sections, with identical (Y (¢))¢>o but
different starting values X;(0), X2(0), - - -, with of course (X;(0), X2(0),---) independent
of (Y(t))i>0. By (2.2), if X;(0) is (stochastically) less than X5(0) then, for all ¢ > 0, X; ()
is (stochastically) less than Xs(¢).

Similarly, if X3(0) has the distribution of Z in (1.5) then for all ¢ > 0 X;(t) =
Y () 4+ X3(0)c¥® also has the distribution of Z.

Hence, if also X;(0) is stochastically less than X3(0) = Z, and Z is stochastically less
than X,(0), then for all t > 0 X, (t) = Y (¢) + X;(0)c¥® is stochastically less than Z, and
7 is stochastically less than Xy (t) = Y (t) + X5(0)cN®,

We conjecture that in this case actually X;(¢) = Y (t) + X1(0)c¥® is stochastically
increasing in ¢, and Xo(t) = Y (t) + X2(0)cV® is stochastically decreasing in ¢, in both
cases of course with the distribution of Z as limit distribution (for ¢ T oo). Thus far we

have been unable to prove this conjecture.
However, the following is enough for the needs of this paper:

Lemma 1 (Y (¢));>0 is stochastically increasing in ¢, with for limit distribution (¢ T co)

the distribution of Z.

Proof: Let 0 < t; < t5. Then
Y(ty) = Z(ty — t1) + Y (1) NN 5 704, — 1)), (4.1)

where Z(ty — t1) has the same distribution as Y (ty — t;). Hence, Y'(¢5) is stochastically
larger than Y (to — t;) for all 0 < t; < 5. This proves the lemma.
Clearly, if » > 0 then E[(Y(t))"] increases from 0 at ¢ = 0 to M (r) at t = oo, and if

r < 0 then E[(Y (t))"] decreases from +oo at t = 0 to M (r) at t = co. More quantitatively:
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If r > 0 then

tre M=) < BI(Y ()] < min(M(r), 1) (4.2)
while if 7 < 0
max(M(r),t") < E[(Y(t))7] < treMe =1, (4.3)
and in both cases
Jim E[(Y/(£))"] = M(r). (4.4)

For the next result we need an intermediate step:
Observation If U and V' are non—negative random variables and n > 0, » > 0, then
1
E[(U+V)T]=E[U+V)x(V <nU)]+ E[U+V)x(U < 5‘/)] <

1+n
1

The result still holds if » < 0. (The proof requires a trivial modification.) However, in

(1+n)"EU]+ ( YE[VT]. (4.5)

that case it is not of much use in the following:

Lemma 2 Let X(0) be random (non-negative), independent of (Y (¢))¢>o. If now r >0
then for all n(t) >0

max(E[(Y (1))], E[(X(0))]e ") < BI(Y () + X(0)c")7] <

(a0 (B (0] + (B LX) e 0-), (16)
while if r < 0 then
E[(Y(t) + X (0)cN®)] < min(E[(Y ()], E[(X(0))"]eM 1), (4.7)

In (4.6) we can choose (for example) n(t) = e=2-(1=¢") o get a bound on how fast
E[(Y(t) + X (0)cN®)"] approaches E[(Y (t))"] if t — co. By substituting (4.2), (4.3) into

(4.6), (4.7) and using (4.4) we easily prove
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Theorem 1A For all 0 < e < 00,0 <2 < o00,—00 <1 < +00, the integral
/ (Y (t) + 2N O)rBNO gt (4.8)
is finite with probability 1, and has finite expected value, as long as 3 > 0. If 3 < 0 the
integral, with probability 1, is infinite.

Clearly, in Theorem 1A we can allow (3,7 to be complex valued. If Re(3) > 0 then for
all r the integral converges with probability one, and has a well defined expected value.

If Re(3) <0 then for all r the integral does not converge.

Theorem 1B Unless (z = 0 and Re(r) < —1) the integral
/G(Y(t) + 2N W) BN g (4.9)
0

(0<e<00,0<x<00,—00<T < +400,—00 < < —+00) is finite with probability 1 and
has finite expected value. If simultaneously x = 0 and Re(r) < —1 the integral diverges

with probability 1. (See also (2.7).)

Proof: Considering the results earlier in this section, the only statement which still
needs proof is that if 3 is real and 5 < 0 the integral in (4.8) is infinite with probability
one. Because of the construction of the process (X (t)) convergence of the integral (4.8)

requires that lim;_. (X (¢))"¢®® = 0. This clearly has probability zero if Re(3) < 0.

Paraphrasing Theorem 1: The critical point ¢ = oo leads to divergence if and only
if Re(B) < 0. The critical point ¢ = 0 leads to divergence if and only if (z = 0 and
Re(r) < —1).

We see

Lemma 3 If Re() > 0 and x > 0 the expected value

E [ / TV () + wNO) BN gy (4.10)
0
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is analytic in 7 on the whole complex plane, while if Re() > 0 and x = 0 it is analytic

in r on the halfplane Re(r) > —1.

Lemma 4 Similarly, if Re(5) > —1 and z > 0

diE [/ (Y(t)+ ch(t))”cﬂN(t)dt] =rE [/ (Y (t) + xcNO)r=LBHONO gt (4.11)
z Lo 0

is an entire function of r, and hence
o
/ ((Y(t) + 2N — (Y (8) + xch(t))T) ANO gt =
0

r / / (Y () + ucN e BEOND gy gy —
0 x9

7"/ 1/ (Y (t) 4+ ucN ) =1BHDNO gty (4.12)
X2 0

is an entire function in r as long as Re(f) > —1.

5 Quantitative Results for Expected values of Inte-

grals

Let 7 (k > 1) be the k-th event of the Poisson process after time zero. Even though
(with probability one) time zero is not an event of the Poisson process, we let 75 = 0,
and Ey = Tp41 — Tk, so that (Ej)2, are i.i.d., exponentially distributed with parameter

A. Now, as long as r # —1:

/ OO(Y (t) + 2NN gy = 3 / Y () + xR =
0

k=0"Tk
o 6k
S g (076 e =) 0y = () 0ty ) =
> Bk - —_— 2+l o Bk ) .
k:or+1(Y(T’““)+xc - —;TH(CY(@)HC Jrt =
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ar 1 — it i Bk kyr+1
— + (Y (Thgq) ) (5.1)
r+1 r+1 /=

It is easily seen that as long as Re(3) > 0 the re-arranging of terms above is warranted.

Next, we take expected values in (5.1). Clearly,

Y (Tii1) ZcﬂEk s (5.2)

so that Y (7 ;) has Laplace transform

ife

k
Z "“‘ (5.3)

T

and density

Z k—e il (5.4)

where .
1 (_1)j05j(j+1)
ak H l—c=7 (1—=¢)---(1=c)(1—=c¢) (1 —ck9) (5:5)
0s7 iy

It is interesting to compare A;; with R; in [2]. Aj, = R;T[52,(1 — %) and R; =

limy_ A; . The random variable Z in (1.5) has density
> A
S RS, (5.6)
: cJ
Jj=0
We observe that by (A.4)

00 ' 1 0o
A , c](rJrlJrﬁ) _ 1 r+2+6+p 5.7
;)| JhJ+ | (1 _ C) (1 _ CV U tc ) ( )

which on occasion can be used to prove absolute convergence, and we observe that

k 00
Jj=0 Jj=0
> , (I —c"2)
A' ) J — V—l( ]
jz% ]J‘f’kz (1 o C) L (1 _ Ck)’ (5 9)
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o) k
—(1 =YY A =
k=0  j=0

(10_0[ ) 00 Y= 1JCQJ(J+1)C/8J
1 —cftity ) 1—c ~(1—d) |

=1

Z C21/(1/+1 C'BV ] 1]C2J(J+1)Cﬂj .
Vol—c 1—c) (1—=d) |

Cﬁ +Jj

)3 71 — (5.10)

(5.10) uses (A.14). In (5.10) the last but one expression is the one to be used for

numerical purposes, but in formulas we will use the more compact last expression.

Using the results above and the fact (see [43]) that
/ e~V log (y)dy = T"(1) = —y = — 57721566490 - - -, (5.11)
0

where v is Euler’s constant, we straightforwardly obtain that

Ellog (Z)] = —y — log (A) — (log (¢ Z 1—d’ 12
By (5.1)-(5.3)
E U (Y(t) + acN D)V dt]
0
2+l 1 — ¢rtB+l > A 5
- Bk A / 4y LTSy =
r—|—1+ r+1 kz:oc JE:O gk | (y+act) o Y
21 . 1 — B+l i ﬁkZA A+ /Oo( + A k*j)”l —d
B v xc € av=
r+1 0 (r+ DA ’ 7=0 ’
2+l L1z e i ﬁkZA LD At / T ey (5.13)
e P = e | |

21



We can rewrite (5.13) with either the lower incomplete gamma functions y(a, ) or with
the upper incomplete Gamma functions I'(a, x), see e.g. [43]. Since possibly Re(r) < —2

we use the upper incomplete Gamma functions and get

E {/w(Y(t) + ch(t))TcﬂN(t)dt] =
0

.CEH—I 1 — Cr—l—,@—l—l o]

—
r+1 (r+ 1)Ar+t =

o 0 .
cﬁ”/ ((U + /\a:c”)T+le_”dv) ST A, AR =
0 =

_a n 1 ﬁ (1 — cr+l+B+my i M Jgo (v + Aze”) e vdu _
r+1 0 (r+ DA LS ~  (1-c¢---1-¢)
x 1 > > e D (r + 2, M)

— 1 — Hotn ’ : 5.14
r+1+(r+1))\r+1 (uo( ¢ )>1;) (I—=¢)---(1—=¢) (5.14)

The last but one step uses (A.13). To check whether the change in order of summation
in (5.14) is warranted we use (5.7) and observe that (unless (z = 0 and Re(r) < —1))
the infinite sum in the RHS of (5.14) is finite when Re(r + 3) > —2, infinite when r and
B are real and r + < —2. The latter follows from the fact (easily verified by partial
integration) that for A\x > 0,0 < ¢ < 1 and a real:

~+00 if a>0,
lim ¢ *T'(a, \xc”) = (5.15)

V—00 1 .
W lf a < 0.

Combining this with (5.7) we see that re-ordering of terms in the sums in (5.14) is war-

ranted as long as Re(r + ) > —2. Therefore (5.14) holds as long as (Re(5) > 0 and
Re(r + ) > —2). The last expression in (5.14) will be useful in the next section.

If not only Re(f) > 0 and Re(r + (3) > —2 but also Re(r) > —2 we can use the fact
that T'(r +2, \ec”) = T'(r+2) —v(r+2, Axc”) to obtain (also using Lemma A.4 and other
results from Appendix A):

E [/ (Y (t) 4+ 2N O)yrBNO gt | =
0
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Dir+1) & ()" [ &1 —tHitbtn
A+l Z 1_[0 1 — ent+B+nu

|
— n! s

o0 r4n n—1
_)\7‘1—1—1 nz::l o 53\95) ) (Ml_[l(l — cr+ﬁ+u)) . (5.16)

It must be noted that in the RHS of (5.16) both components have singularities in
r = —1,—2,---. These singularities annihilate each other: the LHS in (5.16) is an entire
function of r (as long as Re(f) > 0 and x > 0). Thus, while the proof of (5.16) depends
on Re(r) > —2, the result, by analytic continuation, is valid for all » and can be used to
compute the expected value of the integral as long as Re(3) > 0 and r is not a negative

integer. As function of 3, the first component in the RHS has singularities (simple poles)

inf=0-1,-2-

If r is a non-negative integer, r = k, (5.16) becomes

E [/ (Y (t) 4+ zcNO)rPNO g =
0

k& () 1
0.17
ME+1 Vz:% vl (1 —crth) .o (1 — k)’ ( )
from which we obtain an alternative derivation of (3.21).
From (5.16) we easily see that for every k € {0,1,2,---}, r& {-k,—-k+1,---,—1},

E [/ (Y (t) 4 2N O)r N0 gt
0

1k ()\x)rﬂ‘ Il _ ortBtu
_)\rJrl Z (H +

oortg \o o rtu

e r+u

R o N(t)yr+k BN ()
I b U (Y (£) 4 2V Oy dt} | (5.18)
0

An alternate way to prove (5.18) is directly from (5.14), using the observation that
e’I'(r,x) = —‘BTT + ‘BTTF(T +1,2).
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By continuity, (5.18) shows that for k € {2,3,---}

E[/OOO(Y(t)+ch()) FANO gt

I§ ki (Jﬁl 1 _ck+ﬁ+u)
N - -

= —k+j i —k 4+
)\k L k—1 1 — kBt P 9] v N(#)\—1 ﬁN d
+ATT —_— / t) + t} 5.19
0 B[ O+ (519)
We will now study the case r = —1. If r = —1 we obtain, following the same recipe
as in (5.1) etc:
BN ()
— _dt =
Y (t) + 2cN®
o’ log (C) 8 Bk - k
—log(x)—ﬁjt(l—c )Zc log (Y (1, ) + 2c"), (5.20)
o k=0
hence
BN (t
B\, 7 T -
Y (t) + :EcN(t)
’log (c) 3 Bk — k
—log(x)—ﬁ%—(l—c )Zc Ellog (Y (7, ) + xc”)]. (5.21)
o k=0

Since ordinary convergence implies convergence in the sense of Abel, we have

lﬁ%l(l - Z ¢ Ellog (Y (1) + 2c)] = Ellog (2)], (5.22)

independent of x > 0, where of course Z has the distribution as in (1.5). For many
purposes there is no need to work out (5.21) in more detail. In case more detail is needed,

we easily obtain (using ideas similar to Lemma A.4 and the proof of (5.16))

BN
[/ Y (t —i—ch(t)d] -
oo Bt
—log (Az) —log () JZO 1=
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o] S CﬁV oo
+ (H (1— 1) ) > i-0. 0 —c”)/o (log (v + Azc")) e Vdv =

1/:0

8
—~
>
8
~
<

00 cBti
(1= (1 =71 —log(c) (Z 1—7&”3’)

=0

_ (ﬁ(l _ Cﬁ-f—j)) i e fO)\xCV IOg (u)eiudu‘ (523)

§=0 v=0 (I—¢) - (1—=¢)

We can rewrite further using Lemma A.5. Such a re-write shows that

0 e’ (A og (u)e  du
= (1-9--(1-¢)

as function of [ is analytic on Re(f) > —1 and has a pole of order 2 in = —1, so that

(IO_O[(l B Cﬂ-f'j)) i PV eree” fo)\xc” log (u)e_“du (5.25)

=0 = (Q=0--(1-¢)

(5.24)

as function of 3 is analytic on Re(3) > —1, has a pole of order 1 in § = —1, and for 8 =0

is zero for all values of x.
We can substitute (5.23) into (5.19) to take care of the situation r € {—2, =3, --}.

If the initial value X (0) is random, we can take expected values in (5.14), (5.16),
(5.18), (5.19), (5.23).

The most interesting such situation is where X (0) has the distribution of Z in (1.5), so
that all X (¢) has that same distribution. However, in that situation, simply replacing z”
by E[Z"] and using (1.6) does not work because in (5.16) it leads to co — co. Instead we
use the fact that (for Re(r) > —2, and with the substitution z = v+ Azc¢”, y = v — Azc”)

00 0 A [0 oo
E {/ (v+ )\ZCV)T+1€vdU:| =) Rj— / / (v+ )\zc”)rﬂe*“e*%zdvdz =
0 = o Jo

> R] & 1 -2 1 +1) /+x y( 0 — C(T+2)(V+j)
. " 2 vt 75 Vdydr = 2) —., 5.26
;)QCWLJ/O e ydr =T (r + ;) o (5.26)

—Z
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1 e(r+2) (v49)

where if v =7 =0 is interpreted as (1 + 2).

1—cv+i
For the case r = —1 we similarly obtain
> N o= | — o (Vg
E UO (log (v + AZe)) e~*dv| = — — (log (c))j;}zjl_icm, (5.27)
where if v = j =0 % is interpreted as 10;(16).

(5.26), (5.27) can be substituted into (5.14), (5.18), (5.19), (5.23). For Re(f) >
0, Re(r+ ) > —2, r # —1 this yields

E [ i v+ ZcN(ﬂ)TCﬂN(ﬂdt} _
0

_E[z] + ! 1 (1 — @it i PE[Jy (v M) et dv]
r+1 (r+ DA\ = (1—¢)---(1—¢)
C(r+1) (& 1—crfitk
St 1<;1:[1 1—ck

00 r k e} r42 1— —
F(r+1)< 1—c+ﬁ+> Cﬁul—c<+>~(1—c By (1 — 0 (5.28)

At kl;ll l—c )= 1—cm (1—c)---(1—er)
1—c(r+2)n
1—ct

where if g =0 is interpreted as (r + 2).

The first component in the RHS of (5.28) is a function of r only and has only one
singularity (a simple pole in r = —1). The other singularities of I'(r 4 1) are annihilated
by the infinite product. The infinite sum in the second component of the RHS of (5.28)
converges for Re(3) > 0, Re(r + ) > —2, We have not succeeded in sufficiently sim-
plifying that infinite sum in the second component of the RHS of (5.28). Because of the
first remark following (5.28) the second component has, for Re( > 0, as function of r,

only one singularity, namely a simple pole in » = —1.

Similarly, (5.27) yields

E / dt| =
lo WV (0) + Ze0)
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o Pt s ) & >(log (v ))e Vdv
_Euoguzﬂ—(log(c))Z—.+<HO<1_cﬂﬂ))z Bllg™(los (v + AZe))edv] _

o l- Pt =0 (1=¢)---(1=¢)

S 0 B+
o (£15)-(£:52)

~(log (¢)) (OO 1-— cﬁﬂ) o pc1H+O8 (1 — ¢1=B) ... (1 — #=0)

].Hom — 1 —cH (1_0)...(1_0“) )

(5.29)

where if 4 = 0 £ is interpreted as 10_1 We have not succeeded in sufficiently
g (c)’

simplifying the infinite sum in the second component of the RHS of (5.29). It converges
for Re(B) > —1. The first component converges for Re(/3) > 0.

It may be of interest to observe that with § = 1 the last expression reduces to
N
———(t 5.30
[ Y (t) + ZcN® 1 (5-30)
We can use (5.18) to obtain that for any n € {0,1,---}

E [ [T+ 20y N0 =
0

Zr+j] Jj—1 1 — r+B+u

r+7 R ¥

e (ﬁ i) B[ [Tt + 200yl 31
0 ' |

= T +u
For r = —k € {—2,-3,---} we choose n = k — 1 and use (5.29). Otherwise, we choose

n such that Re(r +mn+ ) > —2. In that case it is an interesting problem to choose the

“best” value of n.

It must be noted that while, in (5.28), (5.29), (5.30), (5.31), X(t) = (Y (t) + ZcN®)
always has the stationary distribution, i.e. the distribution of Z, no such simple result

holds for X ()"c5N® = (y(t) + ZCN(t))’“ BN
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Because “ordinary” convergence implies convergence in the sense of Abel, (5.15) also

shows (for convenience of the reader we changed the sign of r) that if Re(r) > 2 then

00 1 1
B / (=N g¢ | —
lo (Y (t) + V@) _

00 1 i
li / AN gy =
ﬁffr—lg[o V() + VO

1 (1—=0c)A

. 5.32
(r—1)zr1! + c(r—1)(r —2)zr—2 (5:32)
Another case where (5.14) gives a simple answer is the case “r + § = —1”. For ease
of reading we again change the sign of r and get: If Re(r) > 1 then
() 1 1
E / C-ONOG| =~ 5.33
[ o (Y(t) + 20" (r— Dar T (5.33)
6 Expected values of integrals of differences
In this section we obtain expressions for
Dla o, ) = B | [7 (V) +me¥O) = (7 (1) + a0y ) NOat] - (6.1)
0
and
D(x,Z,r,8) = E [ / ((Y(t) + 2N — (Y () + ZcN(t))T) cﬁN(tmt] . (6.2)
0

i.e., we evaluate integrals of differences as in (5.1) and their expected values, and also

similar differences between starting with X (0) = = and starting with X (0) = Z.

From (5.16) we immediately obtain

D(xbe;Ta ﬂ) =
Cir+1) (&S 1= tPrr) 2o N =
)\7’—1—1 H 1 _ Bt Z _l(xl - IQ) H(]‘ - Cﬂ—i—“)
pn=1 e n=1 L pn=1
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i /\r+n( r+n xg—l—n) ﬁl(l B r+ﬁ+u) (6 3)
St (r+1)---(r+n) ¢ ' ’

p=1
r+n 'r+n)

In (6.3), if r +n = 0 then (xl% is interpreted as log (i1). Both components in the
RHS still have singularities in » = —1,—2,---. These singularities still annihilate each
other. As function of 3, the first component in the RHS of (6.3) has singularities (simple

poles) in = —1,-2,---.

For r = —1 we obtain from (5.23)

D([L’l,xg, _17ﬁ) =

20\ ( xl —xQ)

log —7y Z

(1= (1=

o0 , oo bV (6)\3510 f0>\(171C (log(u))e™du — Azact f())\gCQCV (log(u))e_“du)
— — Pt |
(JHO(l ));::0 (1—c)---(1—c)

(6.4)

For r € {—2,-3,---} we use (5.19) and (6.4). We leave this result as an exercise for

the reader.
In order to prepare for (1.16) we obtain, for Re(r) > —2, r # —1, Re(f) > —1
E [/ ((Y(t) — VY (Y (t) — ZCN(t))T) cﬂN(t)dt] =
0

errl _ E[ZT+1]

r+1
1 > -
+(7~ " 1))\r+1 (H (1 —c +1+ﬁ+u)) %
=0

(9] C,@V o9 Drl - © _ C(T+2)(V+j)

v=0

Now:

1 — r2)+)

/0 (U + AJ;CV)T-I—le_UdU - F(T + 2) JZO R]W frg
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. o0 A2 ()
AT (r 4 2) — ey (r + 2, Awe”) = T(r + 2) ;)le_—cl/ﬂ:
Azc? Azc? 1 — )
(e = DT(r+2) — ™ y(r+ 2, \xc”) + T'(r + 2) 1—ZRW =

1 — clr D))

D(r +2) (e — 1) — M y(r + 2, \we”) — T'(r + 2) Z R;c"ti o (6.6)
J=0 o
which after some (by now standard) arithmetic yields
EU’@%FMMW—W@—mWﬂﬁmﬂ:
0
Lir+1) & ()" [ 51— rHitbtn
i T; n! }IO [ ot
1) & (Az)rtn _
1 — T8y (1 = 146
/\’”HZ:: (r+1)-- (7‘+n)( ¢ )(—e )
T(r+1) [ 51—t
+
Artl (#1_[1 1—cH
o0 r o) _ A(r+D)n PN EC A N _ n—
_F(T+1) 11 1 — e ZC(H—,B)nl (1 —cP) . (1—c ’8)7 (6.7)
PSRN U B e o 1—cn (I—¢)---(1—cn)

1—c(r+)n
1—cn

that Re(r) > —2, we see by analytic continuation that the result holds for Re(3) >
-1, Re(r+p3)>-2, r&{-1,-2,---}.

where if n = 0 is interpreted as r + 1. While the derivation uses the fact

For r = —1 we combine (5.23) and (5.29) and obtain

oo 1 1
E / _ BN gt | =
lo <Y(t)+a:cN(t) Y(t)+ZcN(t>>c

log (Az) — io: ()\j)y(l — ) (1= — (log (e i —
o0 i & et 12 log (u)e"du
_(E“_Cm))% o)
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0 1 _ P\ 2 P (1 — =By o (1 — et B
~(log (¢)) (jHO m) -~ M1 i ( 1- c)). » ((1 — o) 3 (6.8)
where if =0 £ still is interpreted as 10;(10). (6.8) converges for Re(3) > —1.
The case
E { /0 b (V) + 2Oy — (Y (1) + ZNO)) cﬁN(tut] (6.9)

with Re() > —1, Re(r + ) < —2 is left as an exercise for the reader.

Note that (6.3), (6.4, (6.7) and (6.8) all four, as functions of 3, are analytic on Re(3) >

—1, so that in the next section setting § = 0 will not be a problem.

7 The case 3 =0

(6.3) with 5 = 0 yields

D(zy,29,7,0) =
F(T 4 1) 0o P o] 1— Cr—}—y 00 _1x71“+n o ngrn n—1 1 — Cr—f—u
T+ A n_ o L B s S M (h § Gl BT
)\TJrl nz::l?,“( 1 2) (“1_[11_an“ nz::l T—l—n }1 r‘i‘,u ( )
. . $r+n_$r+n X . z . o l—crtr .
where if r +n =0 =2 is interpreted as log (1), and if r + p =0 = is

interpreted as — log (¢).

Ifr=—ke{-1,-2,---} then (I'(r +1))(1 — ¢"™*) is interpreted as %.

Ifr=ke{0,1,2,---} (7.1) reduces to

D($lax27k70) =
k&Lt —ad 1
N2 : 7.2
)\k‘“l; vl (1—¢)---(1—cF) (7.2)
If r=—1 (7.1) reduces to
Z
D(zy,29,—1,0) = —log (—). (7.3)

T2
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The case D(z1,xq, —k,0) with k € {2,3,---} is left as an exercise for the reader.

From (6.7) we see that for Re(r) > =2, r # —1

D(z,Z,r,0) =
Cir+1) & (o)™ [ &1 — e
N2 g1_cn+ﬁ+u
1 (Azx)rtn

! Z D) (r+n) (1—cty.. (1=t h

T(r+1) [ &5 1— e
+ Art+l (H 1—cH

p=1

Cr+1) (51— > crn
S (H 1—cH ) Z C1—c (7-4)

pn=1

1—c(r+)n
1—cn

where if n =0 is interpreted as r + 1.

For r = —1 (6.8) gives

D(x,Z,—1,0) =
—log (A\x) — v — (log (¢ 2:: — (7.5)
The case of D(z, Z,r,0) with Re(r) < —2 we leave as an exercise to the reader.
8 Transform Techniques
We define:
Y(x,t,s,2) = Elexp{—s(Y (t) + zc¥ D)} 2N O], (8.1)

Let y be the last point of the Poisson process (7x)x in the interval (0, ¢]. With probability

e~ there is no such point. This gives

t
Y(x,t,5,2) = e Me 5@ 4 )\z/ e~ TN (2 y, es, 2)dy. (8.2)
0
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We define:
n(z,0,s,z2) = /oo e M (x,t, 8, 2)dt. (8.3)
0

With (8.2) this gives

1
n(x,o,s,2) = T (e_sg” + Az n(z, o, cs, z)) . (8.4)

Repeating this procedure we see that for all k € {1,2,---}

kol Jexp{—sxzc’ Pk
oo o5 =) = 5 (A2 exp{—sael) (r2)

ST —o(o + A+ ¢s) oo+ A+ evs

)n(x, o,c"s, 2). (8.5)

For |z] <1, Re(o) > 0, Re(s) > 0 this gives

> )\z J exp{ sxcl}
x,0,8,2) 8.6
! z:: [T_o(c+A+cvs) (8.6)
For use in the the proof of Theorem 2 in the next section we re-write (8.6) as
k K
o0 AZ efsCCC
xr,0,8,2) = —. 8.7
0 ) kzo<0+A> (0 + M) = (1 + F5¢) 57
By partial fraction expansion we then prove that
T,(x7 0-7 87 Z) =
. LN A AN == A YA
+ e sve —1)7¢c2V -
a+)\+8 kz:lz Jz:o ye Hl—c” 1 1—c <J+)\> o+ A+ sc
(8.8)
Hence
w(l’; t,s, Z) =
e~ 5Te —t(>\+s)+
A X Ey o (1 1 O A
e~ (A2) (—1) 3G e ¢ / e~ vl gy
k:z::l jz;) ,,1;[1 1;[ —c o (k—1)!
(8.9)
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In Section 9 we will formulate real domain results for transient densities which are a

direct consequence of (8.9) above.

Before going to those transient densities we use (8.5) to give an alternative proof of

(1.5). Using (3.3), (3.25) we obtain that for |z| <1, s | 0,

W(x,t,0,2) —(x,t,s,2) = exp{—=N(1 — 2)} —¥(x,t,8,2) =

where for all 0 < zg < 0o the o(s) is uniform on |z] < 1,0 < 2 < 1,0 < t < co. Hence,

for k € {1,2,---} we have
n(z,o,s,z) Z

(\z)k 1 sch 1 o(sc?)(k 1 oo)
[TF=i(0 4+ X+ ¢vs) <0+)\(1 —2) o+ —cz)(x+ a+)\(1—c)>+ o

)\z Y exp{—sxcl}
[T —o(c+ A+ c¥s)

)

(8.11)
where for every 0 < sy < 00,0 < 79 < 00 the o(sc¥) is uniform on |z| < 1,0 <z < 20,0 <

s < 59,0 <0 < 0. Hence:

) (14 o(sc®)(k 1 00). (8.12)

k—1 1
1) =1i 1
(x,00,8,1) =1lim on(z,0,s,1) = <V1;[01+307

ol0

We (again) obtain (1.5) by letting k T co.

9 Transient Distributions

The following lemma makes it easier to relate the various formulations of the main result

in this section:

Lemma 5 For all k € {1,2,---} and all t and u

Ek: CQJ (G+1) ki (ﬁ I _1 ) (kj 1 _1011) (tdd +u)"1 = 0. (9.1)

v
7=0 v=1 ¢ v=1
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This lemma will be proven in Appendix A.

In the following, it always is understood that x > 0 and ¢ > 0. The main result in

this section is

Theorem 2. For k > 1, choose any Ymin, Ymaz With
—00 < Ypin < (2 4+ 1) < 2" + 1 < Yppaw < +00,

(where Ymin, Ymaz are allowed to depend on k). Then (for k > 1):

d
LPIN() = K. X(0) £ 41 X(0) =) -
D G L N 1 k—j 1
(_1)JC§J(J+1)C#€J - — | x
(k—l)!jz:(:) Vl;lll—c al—c

(zc® +tdd — )" X (Yin < y < 2"+ 1) =

L I QLA | ol
—1)k~I290 —kj %
Z( )'e ¢ Hl—c“ 1,1;[11—0”

v=1

(y — (xck + tcj))k_lx(a:ck +td <y < Ymaz)-

(9.2)

(9.3)

Because of (9.1) the actual values of ¢, and yme. do not matter, as long as they satisfy

(9.2).
For k = 0:

0 ify<az+t,
P{N(t)=0,X(t) <y|X(0) =z} =
e ify > a4t

For Ymin < Y < Ymar and k > 1 choose n = n(y, k) such that

k if y < (z+1t)c,
n =9 such that xc® + tc"™ <y <z +tc" if (z+t)" <y <ach+t,
—1 if wck +t <.
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The two expressions in (9.3) are reconciled by observing that

- (G+1) ki Lol =
Z CQJJ J 1:[1—01/ Hl—cV «

j=0 v=1 v=1

(zc” 4+t — )" X Yin <y < x" + 1) =

Xn: 023(3“ ¢k T 1 kl_f b (zc” +td —y)" =
L= ) 51—

7=0
k j - .

= Y (~1)ieriHeh Hl_c,, H o | (et =)=
=n+1 v=1 v=1

j=

k J 1 k— ]
Z ( 1)k ]02](]+1) —kj H V H V y - (:L‘Ck + tc]))kfl _
j=n+1 —il—c 1l—c

g i )(’ﬁ:z ).

v v
7=0 v=1 ¢ v=1 c

(y — (zc” + )" Ix(zc” + td <Y < Ymaa)- (9.6)

For numerical purposes we of course usually choose Y, = (x + t)ck' and Ymay = xc* + t,
and if n +1 < k — n we use the sum from 0 to n while if n + 1 > k£ — n we use the sum
fromn+1to k. If n+ 1=k — n there does not seem to be a reason to prefer one sum

over the other.

The first formulation of Theorem 2, with ¢, = zc”

, is a direct consequence of (8.9).
The second formulation, and formulations with more general y,,;, and ymax, then follow

from Lemma 5 above.

10 Moments, from Theorem 2

We define:
p(z,t, kyr) = E[(X(t)"|X(0) =z, N(t) = k] (10.1)



and

()

1 e Mu(z, t, k,r). (10.2)

v(z,t,k,r) = B[(X ()" x(N(t) = k)[X(0) = 2] =

In theorem 2, if we choose =0, ¥, = 0 we get for k£ > 1

D G 1) s J 1 k=3 4
$3(G+1) .—kj
VP Ui )\Ui=z)~
xck4tcd .
/ . (y — ac™) (zc +tdd — y)fldy =
Nk k 1y R | s
—Attr ( —1)7 5(G—1)j (r+1)j =
c (T+1)(T+2)~-~(T—|—k)j§%( ye ¢ 1,1;[11—0” 1,1;[11—0”
i 00 (Lo (et
r+1(r+2)---(r+k) (1-=c)(1=c)---(1—cF) '
The last step uses Lemma A.1 in appendix A.
We find that the same formula holds for £ = 0. Thus we have proven
Theorem 3
v(0,8,k,r) = E[(Y(2)"x(N(t) = k)] =
oy )\kthrrF(,,, + 1) (1 _ Cr+1)(1 _ Cr+2) .. (1 _ CrJrk)
, (10.4)
F(r+k+1) (1—=c)(1—=¢?)---(1=cF)
(0, k,r) = E[(Y())"|N(t) = k] =
! 1_r+1 1 — 7‘—1—2._.1_7‘—1—]@
(4 1)t (1=—c)d=c)- (=) (10.5)

Dk+r+1) (1—=c)(1=¢?)--- (1=
It is easily seen that if t T 0o,k T oo, while % — A, indeed p(0,t, k,7) converges to
E[(X(00))"] as in (1.6).

(10.4) also gives
E[(Y (1)) ™0 =3 0(0,t, §,r)c% =
7=0
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S NMSY (L=t (1= @) (1 )
Llr+1)te Zr(;+r+1) 1-o(1-c) - (1—d)

For r = k, integer (and non—negative), we already had (3.17). We observe that (10.6)

(10.6)

reduces to (3.17) if r is a non—negative integer.

If r is a non—negative integer then (for later use we write the finite binomial sum, j

from 0 to r, as an infinite sum) we have
plw,t kyr) = B[V (8) + 2" O) N () = k] =

ST | ey iuo,0,5,5) =
=0\ J
o (xck),jtj k! (1— AT (1 — Cj+2) (1= cj+k) B
USRI BE e S g R G e ) DOy R

t A==t (1=t
P VRS e PR e R

< r(r=1)---(r—j+1)
(zc 10.7

EZ: k+1)( k+2) (k+])( (10.7)
If r is not a non—negative integer (10.7) becomes an infinite sum and we have to check

when it converges and when it is an identity.

For (10.7) to be valid it is sufficient that P{0 < Y (t) < 2c*} = 1. Since 0 < Y (t) < ¢
it therefore is sufficient that 0 < ¢ < xzc*. In fact, (10.7) converges absolutely as long as
0 <t < zc* (we leave this as an exercise for the reader). By the material in Appendix
B (10.7) then actually holds as long as either r is a non—negative integer (finite sum) or

0 <t < zc* (absolutely converging sum).

A similar argument can be made if 0 < zc¥ < ¢. Since 0 < zc* < t does not guarantee
that 0 < zc® < Y(t), this argument depends more heavily on the material in Appendix
B. Nevertheless, we have that as long as either r is a non—negative integer (finite sum) or

0 < zc® < t (absolutely converging sum) then
wz, t, k) = E[(Y(t) + 2cNO)Y|N(t) = k] =
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i T (.CECk)jlu(O’t’ kﬂn _.7) =
=0\ j
L (k)i k! (I—c A= 712) . (1= Itk
O 7D A ol-@)0-& -
KT(r+1) ,
I(r+k+1)

>

]:O .]'

r+k)r+k—=1)--(r+k—j+1) <§>3 (¢ — ) (F — ) o (¢ — IR
' t (1—=c)(1=¢?)---(1—=cF)

(10.8)

If r is a non—negative integer then (10.7) and (10.8) both are finite sums, and they are

identical.

If 0 <z <tthen 0 < ac® <tforall k> 0. Thus, for 0 < 2 <t we can multiply
(10.8) with P{N(t) = k} and sum over k, thus obtaining that as long as either r is a

non-negative integer or 0 < x < ¢ we have

E[(X(8))" ™ P1X(0) = 2] =

T SC 1 0.7 A EL el (S BIEYRE
= VZOF(I/—G—T—]—FI) (1—-c)(1=¢?)---(1—=¢)
(10.9)
If r is a non—negative integer the outer sum in (10.9) is a finite sum (j from 0 to )
and is identical to (3.12). If r is not a non-negative integer but 0 < = < ¢ then (10.9) is

an absolutely converging infinite sum and still is an identity. The latter statement is left

as an exercise for the reader.

If 0 < ¢t < z we still have that 0 < zc® < t for k sufficiently large. Therefore, we can
not use (10.7) the same way we used (10.8). It might be possible to obtain useful results
by splitting the sum into the ranges k < % and k > % We have not
tried this.
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A Some auxiliary results

Lemma A.1. For all k € {0,1,---} and all a:
k

LA

J
— v
1 1—c

(1—a)(1—ca)(l—ca)---(1—cFta) & LG-1j 1
1-0l-)1-A) (1) 2:: “}11—@'/

v=

Proof A classical result in Hypergeometric Series (see e.g. [42] pp 7, 8 for a proof and

historical notes) is that for |z| < 1,|c¢| < 1 and a arbitrary

x| kg X (k11— da
Ioe -5 (o)« A2

— &
- 'z k=0 \j=0

We also know (see [2] for a simple proof or [42] for more background information) that

for |c| < 1,
00 1 [e'¢) -1 kk
M—=3 (1) , (A.3)
rol+cdz [ (l-c)(l—-c2)...(1-ck)
and
() 3 00 %(k l)k k
(14 c"2) = : (A.4)
kl;[o ];)(1—0)(1—02)...(1—01‘5)
The last two results also give a powerseries for (A.2):
00 1 00 k (-1 J 1 k—j 1
(1-— = = ! A5
kl;[ol—czkl:[ caz z:: 2:: Yer a}:[ll—c”y:ll—c" (4.5)
Equating coefficients in the powerseries proves the result.
(A.1) shows that
k Wy —
V3= i
32:%)( C a H 1_ Cz/ H
0o k ifa=1=¢,
0 itk>landa=c* pne{0,1,2,---,k—1},
HtJ B} " { } (A6)
Hk 111ch ifazc“,,uE{l,Q,"'},
>0 if —l<e<+land —1<a<+1.
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If 0 < ¢ < 1 we also know that the expression in (A.1) is positive for all —co < a < 1.

With the Binomial Formula, the second case in (A.6) shows that if k, u, and  are
integers with 1 <y <k and 0 <k < p—1 then

k J 1 k7 1 :
L (et (H ST | =0tral g (AT)
v=1 v=1

This proves the lemma in Section 9.

Lemma A.2 For all |¢| < 1, all z and all x,k € {0,1,2,---} with x <k

- f 3 p(p—1)—p(s—1) jzch < 1 L
> (—1)Fez e 11 - 11 — _

v v
n=0 v=1 € v=1 c

ooZ] k 1_0] K4V
SO
ZIts

< (J+r)!

k 1_Cj+1/
11 1—c

v=1

(A.8)

Proof: The result trivially holds if ¥k = x = 0. If k¥ > 1, write, in the LHS, ¢*" as

powerseries in zc#, change order of summation, and use (A.6) and (A.1).

Similar results can of course be obtained if ¢**" is replaced by f(zc*), where f(.) can

be written as a powerseries.
Somewhat similar results are

Lemma A.3

00 B erze” 00 ()\x)k oo cB+R)v

,;)(1—@---(1—@”) :l;) k! ,;(1—0)“'(1—0”):

Lemma A.J

1
e)\xc”,y(r + 27 )\[L’CV) _ ()\xcu)rJrQ/ 8r+2716(1fs))\xc”ds _
0
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(1 . S)n()\ZL’CV>n 00 (/\I.Cu>r+2+n

dS:Z

B(r+2,n+1)=

v\T+2 ! r+2—1 -
(Axc”) s >
0
n=0

n! = n!
o] /\ r+24n
Z ze) , (A.10)
— (r+2)---(r+2+n)
and Lemma A.5
L Az
e / (log (u))e “du =
0
. 00 k k 1
(2" — 1) log (Azc”) Z Z = (A.11)
= n=1 TL
The following is often useful to rewrite expressions as occur in this paper:
Observation A.1 If m and n are non—negative integers then
1_m+1._.1_m+n 1_n+1._.1_n+m
(=)o (L= (=) (1= A2

(1—¢c)---(1—=cv) — (1—¢)--(1—cm)

This observation is easily verified by considering the two cases (m < n) and (m > n).

By changing the sign of z in (A.4) we obtain
c3G=1)j 4i

jl;[o(l —eHs Z(_l)](l—c)(l—c2)...(1_cj)' (A.13)

which we recognize as the limit of (A.1) for k& — oco. By differentiating (A.13) with respect

to z we obtain

Observation A.2

o c] o) oo‘7 )] 105(] 1)]2];1
@1—@2) (Hl Cj) L= i-a) (A-14)

B Moments and Powerseries

Suppose we have a function f(.) which has the powerseries

(J .
Z / (x —a)’ (B.1)




with radius of convergence R > 0. Suppose X is a random variable. When can we

conclude that

B 0 f(j)(a) o
EWX)]—;) 7 E[(X —a)']? (B.2)

Clearly, a sufficient condition is that there exists a 0 < r < R with P{|X —a| <7} =1.
However, (B.2) often holds even if P{|X —a| > R} > 0. In that case, to prevent trivial

exceptions, we always assume that E[|X — a]’] < oo for all j > 0.

It is well known that as long as f (”“)(.) exists and is continuous over the necessary

range,
n (4) a . z (p —u)”
f(z) = z_: / j!( )(ac —a)’ —|—/a %f(”“)(u)du, (B.3)
therefore
n £k (g X — )"
E[f(X)] = kz_j ! k'( )E[(X —a)' |+ E V %f(”“)(u)du] . (B4)

Under the conditions above, a necessary and sufficient condition for (B.2) to hold is that

lim £ [/ax (X;i!u)nf(”ﬂ)(u)dul = 0. (B.5)

We consider the special case f(z) = (C'+ )" = C"(1+ £)" =2"(1 4+ <)" with C > 0.

We see that as long as E[X7] < oo for all j > 0

=0 \ J

E(C+X)] =3 ( g ) O E[X] (B.6)

if and only if
T X/C r X n
lim ( ) (r—n)E l/ <— - u) (1 +u)~ Dy | =0, (B.7)
n—o00 n 0 C
while as long as E[X" 7] < oo for all j >0
o T L
El(C+X)]=> . E[X"7C? (B.8)
i=0\ j
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if and only if

Jim. ( g ) (r—n)E lXT /OC/X <% - u)n (1+ u)r("ﬂ)du] = 0. (B.9)

If P{X >0} =1, (B.6) holds as long as

Tim ( n_:l ) E [(%)W} ~0 (B.10)

(take n +1 > 7). If P{X >0} =1, (B.8) holds as long as

(L) e

(take n +1 > 7).

The upshot is that as long as C' > 0 and X is a non-negative random variable, each

of (B.6), (B.8) holds as long as the series in the Right Hand Side converges.

Moreover, we know that if C > 0 and X is a non-negative random variable and

n+ 1> r then

n

E[(C + X)" Z( )CH'E[XJ] < ( ' )(J”(”“)E[X”“] (B.12)
n+1

while if C' > 0 and X is a positive random variable and n + 1 > r then

n

E[(C + X)" Z( )CJE x| < ( ' )C"HE[X”"“)] . (B.13)
n+1
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